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Chapter 1

MEASURES OF CENTRAL
TENDENCY

An important charactcristic of data is given by a quantity

known as the average of the data.
If two populations (or samples) arc to be comparcd in respect,

of some characteristic, data arc obtained for the populations (or

samplcs) and then "avcrages" of the two data arc comparcd Lo arrive
at some conclusions. The _\ypg_q_jﬂ_ycraggﬁn.ﬂaﬁsﬁcallﬁunindmj&.

rcferred to as "Central Tendency” of the data.

is defined as a single value of
ly represents the whole data.

A central Tendency
the data which tru

( methods to computc the central tendency

There arc dillcren
urcs of central tendency”. These measurcs

of any data known as "mcas

arc:
Arithmctical Mcasurcs:

1. Arithmetic Mcan.
2. Geomclric Mcan.
3. Harmonic Mcan.
Positional Measures :
4. Mcdian

5. Modc


Mishal
Typewritten text
Chapter 1

http://www.paksights.com
http://www.paksights.com

Page 3 of 78

4.1 \)Rrrumrmc MEAN

Arithmetic Mean is l_hc B
central tendency and duc to this Tc‘aso: l;t l:;lz i
defined as the sum of the values dmdcl y e~
raw data. Mcan of a sample o.[ n valucs,
denoted by X (Rcad as x bar ), 1s

T = Ex Samplc Mcan

n

> of

imonly uscd measurc )
T aitis ply called Mcan‘. Itis
ber of valucs in the

the samplc mean,

. " A . 0[ N
If the data is not a sample, rather the entire population of
values, the population mean denoted by st 1s

-%1: Population Mcan

-

po=

Example: 4.1.1

A sample of personncl records shows that the number of sick

leaves in days [or cach of five cmployces of an organization arc 7, 4, 2,
7 and 5. Find the mean of thesc values.

Solution : o
n = Svalues Zx = 25 days

Zx

n

i X =

—
—

25
5

X = 5 days.
42,/ WEIGHTED MEAN

The mean of a data gives cqual importance
caen of the values of raw data. In some cascs all valyes

do not have the same importance. A weighted me
any degree of importance to cach \ |

apprepriate weights for these valucs.

The weighted mean of n values is *

(or weights) to
in the raw data
an is used to assign
alue of the, dagy by choosing

¥, = ZW.x

e weighted Mean
re the weighg assigned (o the values of data

where

r—

- —

e

——
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Examyle: 4.2.1

Il an investor buys 200 shares at a pricc of Rs.45/-"
250 sharcs at Rs.36/- cach, find the mean price per share,

Solution:

X = Pricc pershare
\
w = No. of shares.

X w WX
45 200 9000
36 250 9000

Total 450 18000

Example: 4.2.2

Marks obtaincd by a studcent in three tests of different
durations arc rccorded below. Calculate the mcan of

Zw.x

Zw

18000
450

Rs. 40/- per shars

obtaincd by the student.
Duration
Ll L B
1 30 30
2 80 120
3 70 30
Solution;

Without considcring the duration of the tests, the mean is

60 marks

cach and

thc marks

Page 4 of 78

But-this mean of 60 marks is not correct because cvery test has
been considered cqually important whercas they are not, Considcring

the duration of the tests as their relative im

sveightcd mean would be computed as:

poriance (weights), the

H .
Marks Durntion
X - W Wb
K’V 30 900
80 120 9600
70 30 2100
‘Total 180 12600

—-—
-

—
—

Zw.x
Zw

12600
180

= 70 mark;;

Which is the correct mean in this case

e
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- .:2—52- = Rs. 542
- 126 o units. ¥ = T
21 *= 76
\glample: 433 | | -
lab urcrsinalargcnndustrlz}l complex, 'rk‘“l
Theroares oo T daily wagc IS calculated as Rg

in diffcrent wage grades. The avcrag::as
73.00. A group of 80 morc labourcrs
daily wagc of Rs. 61.00

been appointcd with averag

¢ daily wage of all the labourcrs in thc complex

Find theaverag
Solution: =
ny = 320 ny = 8
YW = Rs. 73, - X = Rs. 01
n;.x; = Rs. 23360 na.x2 = Rs. 4380
- ny Xy + o X
= n + n
_ Rs. 23360 + Rs. 45880
- 320 + 80
28240
T400
= Rs. 70.60

4.4  ARITHMETIC MEAN OF GROUPED DATA

S - Xx
In a frequency distribution the formula ¥ = == cannot be
n

dircetly applicd because of the fact that the actual values of the data
arc lost. To overcome this diflicully an assumption is made without
which the caleulation of mcan would have been im possible,

This assumption is:

, The mid-points of the intervals are the values of data

Once this assumption is made, sum of he values of (he data
can be -approximatcly obtaincd by taking the total of the product of
mid-points and corresponding frequencics, This total s then divided
bythetotal of [requencies toget the mean ofthe frequency distribution.
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The [ormula to calculate the me:
anof S L s
is thus: afrequency distribution

. ¥F.A —
N o= —{j - Mcan of a prouped datgy 1
Mcan will be denoted by e w

hen the frequencey distribut
ca cncy distribution
fepresents a population,

Example: 4.4.1

The raw data of example 2.2.1 about the number of cars sold
arce reproduced below: .

7 8 13 10 9 10 S 12 8 6

10 11 12 5 10 11 10 5 9 13
3 12 S S 10 15 Y 6 ] S
S 06 ) 7 L4 8 13 3 5 i

This raw data arc now converted into a frequercy distribution
with only - classes of size 3 cach. '

s R

| Classcs IFrequency :
S e
5 — 7 12 i
5 — 10 17
[l ~ 13 8
4 — 16 3 !

Calculate the mean of the raw data and of the [requency
distribution and compare the two results.
Solution :

Mcan ol ungroupcd data ol 40 values is given by
ZX

n

360

= —

40

I

X

= 9 curs.
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Mean of groupcd data is calculated below:

Page 7 of 78

Classzs f X - fx
A B ) 155
§ — 10 17 9 B
1 — 13 8 12
4 — 16 3 15 45
Total 40 — }66
{ -
ooy -\‘ " _“..'
0¥ “py 14T
o BLE o A5
' Xf 40
i S ¥ = 915 = 9 cars

s > ,‘:P
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45 GEOMETRIC MEAN (G.M)

Geometric Mcan is defined only for non-zero positive valucs.
It 15 the nth root of the product of n valucs in the_data. In symbols

GM. = (Ilx )Y = "yIIx

Wihere Ty = x;.x2.53

Example: 4.5.1

Calculate G.M. for the lollowing valucs:

2,5,12,18,3,8

Solution: ,
GM. = (2%x5x12x18x3x8)"*
= (51840)/¢  T'his can be cvaluated using any
= 0.1 . scientific calgulator,

Another way to calculate G.M. involves logarithm, that is

G.M. = Antilog [_)2_1’_?5_3]

’ Iog2+log5+log12+log18+log3+|og8
G.M. = Antilog c

0.3010 + 0.6990 + 1.0792 + 1.2553 + 0.4771 4 0.9031 ]
= Antilog [ 3

. 47147
= Antilog "T_J
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= Antilog (0.7858)
= 6.1
The geometric mean is uscd mainly to [i nd thc average of
ratios, rates of change, cconomic indiccs and the like. It is preferred
whcn lhc dala dl"l"ﬂ)’ follows a paucrn ol' gcom(,lrxc progrcssmn

-

4.6 WEIGHTED GEOMETRIC MEAN

Il weights (relative 1mport:mcc) arc assigned to the values of
the data, a weighted geometric mean is caleulated using the formula

) Tw. logx
Antilog T

GLEOMETRIC MEAN OI' GROUPED DATA

GM., =

4.7

The geometric mean of a frequency distribution is & special
casc ol weighted geometric mean when frequencies are considered as

weights.

; log
Therelore G.M. = Anl:ltJ!, l:—‘;:' - 1]

and henee log of G.M. is the arithmetic mean ol log valucs of data.

Example:

4.7.1

Caleulate Geometric Muau lor the following frequency

dlSll‘lbUllOﬂ
C1 l10—19|20—29 | 30—39 | 402—49 | 50 —59 | 60— 69
[ 7 13 23 ! 11 6 5
Solution :
ol il X log x f. log x
10 - 19 7 14.5 1.1614 8.1298
20 - 29 13 24.5 1.3892 18.0596
30 - 39 22 345 1.5378 33.8316
40 - 49 11 44.5 1.6484 18.1324
50 - 59 6 54.5 1.7364 10.4184
60 - 6 5 64.5 1.8096 9.0480
__Total 64 97.6198
s T —
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Zj. logx = 97.6198
2f = 64

Substituting these values in the formula.

GM. = Antilog i%g—‘-]

-

64

. '
= Anlilog -91-6—1—“-)—6—}

= Antlog (1.5253)
G.M. = 3352 unils

4.8 HARMONIC MEAN (11.M)

- Harmonic mcan is defined only for non-zcio positivc valucs,
[t is the reciprocal of mean of reciprocal of values. In symbols

HM, = %

Z(5)

—

Example 4.8.1

1

Il an investor buys sharcs of Rs.9000 at a price of Rs.45/- per
sharc and sharcs 0f Rs.9000 at Rs.36/- pershare. Caleulate the average
price per share.

Solution:
x = Pricc/sharcs
= 45 36

~h n

HM. = —737

5 (3)

1 l‘
TS

L] RS. 40,"‘“’:00

N =
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410 HARMONIC MEAN OF A FREQUENCY DISTRIBUTION

It is a weighted harmonic mcan in which weights arc the
frcquencics.

5
H',M'— - __‘_".i_

- I(f/x)

Example: 4.10.1

Calculate Harmonic Mcan [or the following [rcquency
distribution.

CL |10—19|20—29|30—39 | 40—49 | 50—59 | 60—69

r i 7 13 2 11 6 5
Solution:
C.lL [ X f/x
10 - 19 7 14.5 0.4828
’ 20 - 29 13 24.5 0.5306
30 - 39 22 34.5 0.6377
40 - 49 1 4.5 | 02472
50 - 59 6 54.5 0.1101
60 - 69 5 - 64.5 0.0775
Total 64 2.0859
2. .
HM, = —2l
M Z(f/x)
64
B m———— = 30.68
. 20859

411 MEDIAN (I) |

Median is defined as the middic value of the data when the values are |
arranged in ascending or descending order.

If there are even numbet of values in tae data, the mean of two
middle valucs in the array is taken as median.’ Although mean is the
most commonly used mcasure of central tendency, there are a number
of situations in which the median is a better measure, The mean is.
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STATISTICS 95

influenced by extreme values in the data but the median is not. So
whenever there are cxtreme values in the data the median is usuallx a

betier measurethan mean. Likewise when the data arc listed in order

by ranks, the median is the appropriatec measurc.

—

Example: 4.11.1

Find the median for the following data.
3,27,6,8,2,2,3,9,6
Solution:

Arranging the values in ascending ordct, the array is

Valucs Position in the array

2 1st

2 2nd

3 3rd:

3 4th o
mcdian 5th - Middle value = median = 6

/6 6th,

8 Tth”

9 Sth

27 Oth
Examplc. 4,112

Find the. median for, the following data,
21, 17; 14, 62; 18, 26, 32, 20, 47; 30, 27,32
Solution:.
Arrpngind.the valucs in-ascending order, the. array is

arranged valucs Position in.the array

14 ' Ist
17 2nd
18 3rd
20 4in _
21 Sth Two middle valucs

— f A i 26 + 27
?{? ?lh}- Mcdian = =———
30 St “
32. 9th X = 23,
32 10th
47 th

| 12th

Page 12 of 78
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412 MEDIAN OF A FREQUENCY DISTRIBUTION

Ina frequency distribution actual values of the data are not
kr{oxvn and hence arrangement of the data in an array to dete ‘ming the
middle value is not possible. The assumption that the values of the dayy
are l.nid—poinls of the intcrvals cannot be made because median
con:;:dfzrs the positions of tke valucs in the array instcad of their
numerical quantity. It is therefore morc appropriatc (o assume that

Values of the data in an interval are evenly (or uniformly) spread in
that interval

This assumption helps in determining the numerical value of
the obscrvation at any specificd position in the array.
/Exalll ple: 4.12.1

There are 8 values in the interval 15 - 25.

Dctermine the 4th valuc in the array assuming that the values
arc cvenly spread in the interval.
Solution:

The widih of the interval is 10 and there arc 8 valucs, cqually

spaccd, in this interval, thereforc the differcncg between the values is

width of the interval _ 10
No. of values in the interval 8

Starting with thc initial valuc of the interval, WhiCI'is 15, the

first value is assum .atobe 15 +125 = 16.25

Accordingly the sceond valuc is 15 + 2 (1.25) = 17.50
the thit ! valucis 15 +3 (1.75) = 18.75
and the fourth valuc is 15 +4 (1.25) = 20.00

Hence the 4th value is 20.00

Example: 4.12.2 S
Find median for the frequency distribution given bclow:-

C.L. x f

5 - 15 5

15 - 25 8

25 - 35 3

35 - 45 2

i L —
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Solution
CB f CF < Positions of values
5 - 15 5 5 1st 1o 5th
15 - 25 8 13 6th to 13th
25 - 35 3 16 14th 1o 16th
35 - 3 2 18 17th & 18th

L4

In a frequency distribution median is considered as the

( %{ ) th value in the array whether N is even or-odd. )

(Note: N =‘£f)

So Median = 9th valuc in the data array.

= 4th value in the interval (15 - 25)

=15 + 4 (1.25) - (asin example 4.12.1

= 20.00

. Based on the above reasoning, a formula to geiculate the
median of a frequency distribution has been derived as

T o ah (N
x =+ I; ( 2 C)
l = lower boundary of median group
h = width of median group
f = 'frcqucncy of median group
N = Xf
C = Cummulative frequency preceeding median grou:
- - c‘ - \
o An example to illustrate the application of this£~, . #muia
ple: 4,124 |

”

Calcyulate-Median for the frequency distribution given on the

Page 14 of 78


http://www.paksights.com
http://www.paksights.com

Page 15 of 78

ClL R S
300 — 349 4
350 — 399 11
400 — 449 17
450 — 499 16
500 — 549 14
550 — 59.9 12
600 — 064.9 8
650 — 699 5
700 — 749 5
750 — 799 3
800 — 849 2
85.0 — 89.9 2
90.0 — 94.9 1
Solution :
Class I3oundarics [~ CIF<
2995 — 3495 4 4
1495 -- 39.95 11 15
1005 — 44.95 17 32
4495 — 4995 16 *—"' <
! -—-”ﬂﬂ — 5495 (14 o= «4— 50th valuc
5105 — 59.95 B | T—t—
5995 — 64.95 8 82 [
6495 — 69.95 5 87
69.95 «— 74.95 5 92
7495 — 79.95 3 95~
1095 — 84.95 2 97
8495 — 8995 2 99
8095 — 94.95 1 100

(LV. ) th = ( _él—g—o-)th = S5S0th valuc isthe n_\cdian.

50th valuc is in. the intcrval 49.95 - 54.95.
This interval is called median group.

| Now applying the formula

¥= 1+£}-(%-c)

where median. group is the interval (49.95 - 54.95)
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l = 4995 "the lower class boundary of median group
h = 5 | the width of median group
f = 14 the class frequency of median group
N = 100 the sum of frequencics
\C = 48 the cumulative frequacy of the interval
: - prececding median group.
s 5 ;100
x = 49.95+E(T—43)
= 4995 + 0.714
=  50.664

4.13 PARTITION VALUES OR QUANTILES

Quartiles:
There are three values which can divide the arranged data in

four cqual parts or quarters.Thesc valucs arc called quartiles.
The first quartile, Qi, is the valuc that is larger than one
quartcr of the valucs.
" The sccond quartile, Qs, is the valuc that is larger than onc
half of thc values.
The third quartile, Qs, is the valuc that is larger than three
quarters of the valucs.

Example : '4.13.1
For the data of examplc 2.2.1 (ind the three quartiles. -

Solution : -« oo .
The data is arranged in asccnding order as :

5555556667 | 7.7,88888888, 1999,10,10,10,10,10,10,} | l
i - > —

10 Values “Q1 10 Values Q2 | 10 Valuas Q3
11,12,12,12,13,13,13,14,14,15

e
10 Values

7+ 7 7

Q =

Page 16 of 78
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§+9
y = = 85
Q> 5

0s = 11;11 _ 11

Deciles & percentiles
Nine valucs can divid
Thesc values are called deciles and den
the 99 values which divide thc arrange
called percentiles and denoted by
Pl: P?-r == PW-

Clearly Q2 = Ds = Pso = Median.

¢ the arranged dat
oted by Djy,

For a frequency distribution these quantities ¢
d using a formul

——

valucs or quartiles arc calculate
gencralization of the formula for the mcdian.

Page 17 of 78

a in ten equal parts,

D3,---, D9. Similarly

d data in 100 equal parts are

allcd partition
a ‘which is a

- h (iN _ .=
0 =1+ (=€) i=n23
I 41 s e
D; = ’*;(1 C); i=1,23....,9
T . '
Pi=1+7 (109 c),:—-1!,2,3,. , 99
Note :
Q1 = Py D, = Py
Qz = Pju Dz = Pm
Q3 = Pgps Dy = P9 and soon
Example . 4.132:
For the following frequcncy distribution calculate
Qla_D'h and Pos
{ CL{10—19[20—29[30—39 | 40—49 | 50—59 | 60—69
I [ 7 13 22 11 6 5
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0 = g4 2 = &5
2 ;
2
Deciles & percentiles _
1 in ten equal parts,

vide the arranged dat
d denoted by D1,
d data in

D3,---, D9. Similarly
100 equal parts are

Nine values can di
These values are callcd deciles an
the 99 values which divide thc arrange

called percentiles and denoted by
P, P2, - Po- 4

Clearly Q2 = Ds = Pso = Median.
sc quantitics called partition

For a frequency distribution the
ing a formula which is a

\ia_lucs or quartiles arc calculated us
gencralization of the formula for the mcdian.

7
R ho g iN _ . _
Q.--!+f(4 C), i=1,2,3
h"//..fN
ki D,'= o —— s =
t+),(1 c),: 1,2,3 sies 5 9
; h iNv -
P=elt+<% (35— . i =
7 (00 c)ii=123,....,9
Note :
Q1 #Pﬁ D, = Puw
Q2 = Px D, = Px
Q3 = Py Dy = Po and soon

Example . 4.132:
For the following frequency distribution calculate

Qi, Dy, and Pos

[Cr [ 10—19]20—29]30—39 [ 40—49 [ 50—59 | 60— 69 |
[ | 7 13 2 | .1 6 5
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8+9 _ 85
2

FTE LT
2

Deciles & percentiles

Qr =
(Qy =

Nine values can divide the arranged data in ten cqual parts,
These values are called deciles and denoted by Dy, D2, D9. Similarly
the 99 values which divide the arranged data in 100 cqual parts are
called percentiles and denoted by

Py, P2, --- P /

Clearly Qy = Ds = Pso = Mecdian,
csc quantitics called partition

For a frequency distribution th
sing a formula which is a

valucs or quantiles arc calculated u
generalization of the formula for the median, 5

Qi = f+'{fl*(-—4—...(“)’ i

Note :

Q1 =P D= P

Q2 = P D, = Px

Py and soon

i

Qs = P Dy

Example . 4.13.2:
For the following frequency distribution calculate

Q\, D4, and Pos

S

‘¢ | 10—19]20—29 | 30—39 40 —49 | 50 —59 | 60 —69
6 5

[ 7 IJJTEZ 11
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Solution :
C.1 C.D. f_|CF<
= T 7 ,
:g - ;3 35'55 _ l2?):;‘5 13 20 £ 16th valuc
0 - 10 |295 — 95| 22 [ 42 25.6th valuc
10 - 49 | 195 — 495 | é ;3)
50 - 59 | 495 — 59.5
0 - o | 595 — 695 5 64 60.8th valuc
Total _ 64

0 1s (ﬂ) ‘l'h/ or Iﬁll:rfvnluc.

¢
16th valuc is in the inlcr)r.‘il (19.5-22.5)
Groupof Qy is (19.5-29.5)

o = 1+2 (¥ _¢)

-+

if 4
10
= 195 + 33 (16-7)
= 195 + 09
M‘i
S i B
. 7 4N
Dy is ( -l-o-)lh viluc or (25.6 th) value ( between 25th &

26th valucs
Group of Dy is (29.5 - 395)

b Dy [+ 3 (3 -¢)

Il

10
205 + - (256 - 20)

= 205+ 25
Dy = 320

§ ISN
Pos is ( Ti)—) th valuc or (60.8? th valuc (bc{?w'@'&
& 61st valuc ) Group of Pys is (59.6 - 695) .

5 ] ISN
L P = l + - S — c
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02 MEASURES OF CENTRAL TENDENCY

f

s0.5 + % (608 - 59)

595 + 36
63.1

Page 21 of 78
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4.16 MODE O A FREQUENCY DISTRIBUTION

When raw data arc converted into a [ requency diﬁlribu[-
a class intcrval with maximum [requency is defingd as a modg] clagg ,
frequency distribution can have a modal class irrespectiye Qrsl'l
existence of mode in ungrouped data. So whenever mode 1S £0 be e,

as ameasure of central tendency, it should be calculated from Eroup
data. -

In a frequency distribution mode is that value of the
vatiable for which the frequency curve takes
_maximum height.

A [requency distribution with one mode is callcd unimody
and with two modes it is called a bimodal [requency distribution,

The formula used to find mode in a frequency distribution s

.?=f-l-|i J =/ ]xh

2,’:;: _'fl _'f2

! = Lowecr boundary of modal group.

h = Width of modal group

(m = Maximum [requency

fi = . Frcquency preceeding modal group.
[ = Frequéncy following modal group.

Example: 4,16.1
Calculate mode for the frequency distribution of
example 4.13.2

Solution :
Class interval with maximum frequency is the modal cl:zsi;, 2

is the maximum f{requency therefore ( 29.5~39.5 ) is the modal cl§ss.
Gl [ C.l
10 - 19 7 95 — 195
20 ~ 29 13 195 — 295
30 - 39 22 29.5 — 305 |
40 - 49 11 39.5 — 495
50 - 59 6 495 — 595
5 59.5 — 095

60 = 6_9_ R E— ' -#/
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~ [m_fl
x_’+[2ﬁm-fl"f2] X h

2 -13
_ x 10

205 + 45
= 340
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CHAPTER 2

\
L

MEASURES OF DISPERSION

o

5.1 INTRODUCTION

 Dispersion is amother important characteristic of data which
describes the extent to which the observations vary among themselves.

The lollowing data of three different samples have the same
means but their dispersions arc diffcrent,

Datal : 3,27,6,8,2,2,3,9,6,4 ; x, =7

Data2: 7,8,9,7,7,6,5,9,57, ; X2 =7
CDaald NN ALT, i =T
The dispersion of data 3 is clearly zcro.

The dispersion of data 1 is greater thaa the dispersion of
data 2.

The dispersion is dcfined as the scatter or spread of the values from
1e another or from some common value. ’

The nMhods to compute the amount of dispersion present in

ny data arcdimllcd "Mcasures of Dispersion™ or "Mecasurcs of
Vanatior®
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118  MEASURES OF DISPERSION

" There arc four mcashres of dispersion.
1 ‘Range
2. Quartile Dc‘r"'o“
3. MunDﬂ"m
4. Standard Deviation.

RANGE : (R)
/d v Range is the simplest mcasure of dispersion all:ldcslso?:l?: :lj:
the differcnce between the maximum and mmlmﬂ“‘ va

_thatis

"R = Xax - xﬂﬁﬂ.-

Range is a rough and crudc mcasurc.as itignores the yariation

among all the valucs.
In,a frequency distribution range is the difference between
upper class boundary of the last intcrval and lower class boundary of

the Grst interval.

53 QUARTILE DEVIATION, .. (QD) .
The dilfcrence between third and first quartiles is called
Interquartile Range.

Quartile Deviation is half of Interquartilc Range also known
as Scmi Interquartilc Rangc.

03 —=Qi

[Q-Dr= 2

Example 53.1 :
Calculate: Quartilc Dcvnanon for.the following c}‘ua

16,13, 12, 18,9,9,16,3,7,
2,13,8,20,17, 16,9, 7,14,13 .
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Solution:
The arrangement of data in ascending order is

2,3,7,7,8 l 9,9,9,12, 13 l 1. 13, 14, 16, 16 l 16, 17, 18, 18, 20

_8+9 13 + 13 _16+16
= 8.5 = 13 = 106
eD. = L1 -0
2
16 - 8.5
—5 or QD. = 375
Example 532 ;
For the frequency distribution given below, calculate Q.D.
Cl {
25 — 29 2
3.0 — 34 7
35 — 39 17
40 — 44 25
45 — 49 | 20
50 — 54 12
55 — 59 9
6.0 — 04 8
Solution: _
C.B [ Cl«
245 — 295 2 2
295 — 345 7 9
Groupof Q1 _|, [345 — 395] | 17 | 26 «— 25thvaluc
395 — 445 25 51
445 — 495 20 71
Groupof Q3 == [495 — 545 12 83 -~ = 75thvalue
34 — 395 9 wroo
595 — 045 S 10U
. /3% 100
Qs (—17?-)) th or 25th value; Qais ( y ) th or ;o\


http://www.paksights.com
http://www.paksights.com

Page 27 of 78

Group of Q¢ is[ 3.45 - 3.95 Groupof Q3 is | 495 — 543 ]
Now ; Now

= h /N / IN
{_.)I = [ 4 — —_— - = —1 — -

7 (3-¢) [@3 =1+ (T =c)
- 0.5 0.5
= 345 + — = = -— -
17 (25-9) 495 + 5 (15-1)

= 345 + 047 = 495 + 017

= 392 units = 5.12 units

0.D. Q3 -0 _ 512 - 392 _ 0 s

2 B 2

<t _Md DEVIATION  (M.D)

Dispersion can be measured in terms of the quantitics that
~tvalue of the data deviates from average value. If deviations of the
values are taken from mean, the mean of these deviations vanishes as
the sum ol deviations [rom mean is always zero”. (Sec example 4.3.1).

Absolute deviations are therclore used to lind the mean of
deviations called Mcan Absolute Deviation or simply Mcan Deviation.
Chos Mean Deviation is the sum of absolute deviations from mean

divided by the number of valucs.

Y| x=%|

n

MD, =

Mecdfan is sometimes uscd to find the v.lcvi;nlions of the valucs.
The mean of these absolute deviations is called mean deviation from

median, Thus

Slx-x|
n

MD,(Y) =

Eyample 54.1:
For the data given on the next page, calculate
()  Mcan Deviation
(i)  Mean Deviation from median
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16 13 2 18 9
9 16 3 7 13
12 13 8 20 17
16 9 .7 14 . 18
Solution:
=22
20

X = 17 units

Page 28 of 78

For median arrange the values in an array and pick the two

middle valucs.
Array: 2,3 ,7,7,8,99,9, 12,
17,18, 18, 20

X = 13 units

The deviations from mean (x = 12) and [rom mcdian

(X = 13) arc shown on the next page in a tabular form.

mp. = ZlE=x| MD. () = & "‘n"" '
n
& = 8
20 20
= 4,)5 units

= 4.2 units


http://www.paksights.com
http://www.paksights.com

Page 29 of 78

Y = 443

M.D.(x) = .?:[..-_l;:"};ﬁ . 1%(1}6 —.

" }J/ STANDARD DEVIATION (sor o)

Standard Deviation is the most widely uscd
ive squarc root of & quantity called

mcasurce ol

dispersion, It is defined as the posit
variance.

Variance of a sample of n valucs, called the sample variance

and denoted by 52, is obtained by the formula

. ory 2
" }. X—JX ; "
(X=X ) : Sample Vanancc

§” = -
n-—1

Variance of a population of N valucs, called the population

. 7 . .
variance and denoted by o7, is obtained by the formula

¥(x = p)° ‘ .
0 = ( Nl) . Population Varnancc

The sample and population standard deviations arc obtained

by taking positive squarc roots of respeclive variances:
E(x=%)°  cimnlc Standard Deviati
5 = T Samplc Standard Dcviation

n=-

5 Population Standard Deviation. |

I(x—-p) . '
g = N ’ ‘

Example 5.6.1

Calculalc variance . .
calsdhn ariance and standard deviation for the following
23, 17, 14, 62, 18, 26, 32, 20,47, 30, 27, 32 ;
Solution : \
v |

. The compu .
tibls 5.4 1 putafions are presented in a tabular fisiss in
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Table 5.6.1
X=X
2 fe S 29)- (x-7)2
23 -6 36
17 - 12 144
14 ~15 225
62 +33 1089
16 - 11 121
26 -3 9
32 +3 9
20 -9 81
47 + 18 324
30 + 1 1
27 -2 4
32 +3 Y
KEH 0 | 2052
, VariancC
T 2 2 _ E(x=rx)°
" T n—1
343 2052
= 12 =21
= 29 unils = 186.55 Squarcd units

Standard Deviation :-

; sy ZesE)

n - 1
= ariance
= V18655
= 13.66 units

To minimizc the round off errorsin the calculation of variance
mean is not a whole number, another formula is used, called

when the
computational form of variance.
2
o3 I - (Zx) Computational form of samplc
n(n-1) '
variance

1J

Zx? [ Zxy2 ,

0" = -(N) i € ali ulation

¢ N ( N ) ; Computational form of pop
" variance
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The standard deviations in computal

s

1/:11':2 -(E.r)_i N
n(n=-1) 'ﬁy

Page 31 of 78

ional forms arc

§ =

Tx?  (Zx)?

o=V 5 (W)
Example 5.62

For the sample data of cxa
standard dcviation using computa

X x 2
23 529
17 289
14 196
62 3844
18 324
20 676
32 1024
20 400
47 2209
30 9200
27 729
32 1024
348 12144

I

mplc 5.6.1, calculate variance ang
tional formula.

Variance
g aSri-(Zx)?
37 =g (n=-1)
~ 12(12144)—(343)2
= 12(12-1)
145728 — 121104
=7 1x1n
24624
132
= 186.55 squarcc unils
Standard Deviation
s = v Vanance

= V18635

= 13.60 units
]

57 STANDARD DEVIATION FOR A FREQUENCY
DISTRIBUTION

L ] . . .
In"a frequency distribution the variance is calculated by the

formula
$f(x=%)*
- L( ;_. 7 v) Decfinition form
i If\2
' Oﬂ-fz = —27- - ( Ef ) COMPUlaliﬁnal form
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and hence the standard deviation is

T - Y
y - Sf{x=x) Dcfinition form

2
2
g ( E‘E-) Computational form

Computational form of variance and standard deviation arc
casicr (o apply when the mean of the distribution is not an cxact

number.

If frequency distribution represcnts a population, the variance
and standard deviation arc obtaincd by the above formula but 5™ is

replaced by o ands by o

Example 5.7.1
For the frequency distribution of example 5.3.2,, calculate

mcan, variance and standard deviation.

Solution :
Table 5.7.1 Computation for Variance
= ~ 1:‘7 . f“-
ClI (x| tx [(e=%)|(x-7)?{rx-7)2| f&°
25 - 29| 2|27 54| -183| 33489 6.6978 | 1458
30 - 34| 732 224| -133| 17689 123823 | 71.68
35 - 39| 17|37 629 | -083 0.6889 11,7113 | 23273
40 - 44| 25 (421050 -033 0.1089 2.7225 | 441.00
45 - 49| 20 (47| 940 +0.17 | 0.0289 0.5780 | 441.80
50 - 54| 1252 624 | +067| 04489 | 533681 324.48
55 - 59| 957 513 +1.17 [ 13689 | 123201 [ 29241
60 - 64| 8|62 496 | +1.67 2.7889 112 | 307.52
100 ] - | 453.0 - 74.3100 |2126.20
e — R
~ 4530 i 3
= = 4.53 g
= 7100 . -
Dcfinition form Computational form
-2 2
2 Zf(x=x) 2 Zfr_ Zfxy\2
ETES st =57 = 37)
}
] . t

Page 32 of 78
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21262 45
_ 7411 P = -fOT-(Té

~ 100 |
= 21262 — 20.5209

= (.7411 -
; = YOI

s =V 0.7411 |
= 0.6 units = 0.6 units
Note; Computational form for variance is obvious!y_simplcr
to usc and hence is prcfcrrcd over the definition form.

Example 5.8.1

For the fl'cqucnq disteibut;
variance using method of codes, ribution of ,x

Page 33 of 78

umple 53.2 ,caicirlalc
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Solution : ;
‘Table 5.8.1 ; - codes
4 -
Ccl £ x v | fu | ®?
25 - 29 2| 27 -3 -6 18
30 - 34 71 32 -2 -14 28
35 - 39 17| 37 -1 -17 17
40 - 44 25| 42 0 0 0
45 - 49 20| 4.7 1 20 20
50 - 54 12| 5.2 2 24 48
55 - 59 91| 5.7 3 27 81
60 - 64 8 6.2 4 32 128
‘Total 100 066 340
Zfu 2 Zfu2
Su = =7 " (2;)
_ 30 662 i
100 (100) '
= 34 - 04350
= 290644

= (0.5)°.(29644)
- a  (0,7411 squarcd units

g S
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CHAPTER 3

73 MEASURES OF SKEWNESS
The "Skewness” is used as a term Oppositc to *Symmetry’.

To measure skewness is to measurc the extent 1o whw.h and
also the direction in which the distribution (or curve) is non-

symmetrical or skewed.
The figures 7.3 below show curves of symmetrical and skewed
distributions. .
Fig7.3

(2) Symmctrical

(b) Right skzwed (c) Left skewed

There arc three mcasures of skewness defined as

1, The difference between mean and mode, that is
Skewness = mcan - mode

-

or Skax-—.?

In a moderalcly skewed distribution, the cmpirical relation
between ¥ , ¥ and ¥ is

(F-x) = 3(X = %)

Therclorc Sk = 3(% - %)

2. The difference between the distinces ( or differences )
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166 MEASURES OF THE SHAPE OF DISTRIBUTION

of Qs and Q2 and Q2and Q) , thatis
Sk = (Q3-Q2)-(Q2~0,)

or - Sk=03-20Q2+ 0,

3. Thcthirdordcrmodcntaboutmean,thatis
Sk = m3 or Sk=_,u3

The three relative measures of sb.:'cwncss, called coefficient of

skewness are :
1. CSk = 3(r-%) _x-x
L s 5
F 4 CSk =
Q- @
2 2
m3 M3
3. CSk = p=—73o0ph="3
my M2
A (with sign of my or u3 )

If a distribution is symmetrical, the nicasure of skewness
must be zero.

Thus
Skewness = 0 implics symmetry.
Example 73.1
For the frequency distribution of example 5.3.2, calculate the
three coefficicats of skewness.
Solutioh:

(1) Méan, median and standard deviation of the distribution
have already bc:,a calculated in examples 5.5.1 and 5:7.1 as

X=453, x =443 and 5 = 036

‘{ E~tefore the coefficicnt of skewness is


http://www.paksights.com
http://www.paksights.com

3(4.53 - 443)
086

= 03488 &= 035

C.5k =

(2) Q1 and Qs of the distribution are calculated in
example 5.3.2 as

Q =392andQ3 = 512

Q2 or median s given in example 5.5.1 as Q =443

The coefficient of skewness is thus

512 4+ 392 - 2(443)
5124392

0.18
= T = 02
9.04 0.0199 = 00

C. Sk

3) Results of example 7.2.1 give

mp = 0.74 and my = 0.16

The cocfficicnt of skewness is thus

2
o (026)  BOBE 4063175 or 0.06

= >
(0.74 )3 0.405224

Page 37 of 78
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CHAPTER 4

%7 SOME SPECIAL WEIGHTED AGGREGATIVE INDICES

Measurig

t L]
8 the “relative importance” or “weights® of the
conumodities i o

. difficult task. To avoid this difficulty of measurcment,
Physical quanjtieg of the commodities cither consumed or produced
dung the base of current time periods are taken as the measures of
weights.

b Laspeyre’s price ingex :

lfjt.he duantities of base time period are taken as weights, the
Weighted aggregative price index is called Laspeyre’s price
index.
IP,.0
I, = X0
L —f_ﬁ:-é: X 100

ta
.

Paasche's Price index:

3. Fisher's price index

The gcometric mean of Laspey

rc’s and Paasche’s price
indices is called Fisher's price index,

Fisher's pricc index s also a weighted aggregative pricc index
because it is an average (G.M.) of two weighted aggregative indices,

Ir=VI, . Tp B

Page 38 of 78

Im

ZPy.0, % P 0 Marshall’s Price Index
or }F - ZPo.Qo . EPO.Qn X@\ _ZPnQo+EPnan100

- 2PoQo+ Y PoQn

Example 8.7.1

Calculate Laspeyre’s Paasche’s and Fisher's index numbers
for the given data - Base = 197;.
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e Quantty

i 975 | 1976

s | e, 1 =% )
Commodity ::..-P;—-—""r P1 Qo Q

- -~ B
1720 | 710 240 330
Petrol 15 | 49 182 o
Diesel % | Tg5 | 200 | 31 345
Gas . 0.65 1.30 260 115

Kerosenc Oil -
Solution :

a) Laspeyre’s pri

o, Weighted Price
Commaodity e Qo P 0o
Petrol 1584.00 1704.00
Dicsel 767.75 206.50
Gas 393.75 630.00
Kerosenc 169.00 338.00

2914.50 3578.50
3578.50

IL = m X 100 = 122.78%

ce index: 1975 quantities as weights,

b)  Paasche’s price index : 1976 quantities as weights.

Commodity Wecighted Price
. Po Qi P1Q
Pgtrol 2178.00 2343.00
Dicsel 871.50 1029.00
Gas 431.25 690.00
Kerosene 74.75 149.50
3555.50 | 4211.50

4211.50

Ip = m x 100 = 1]845%

¢)  Fisher's price index

Ir = VI X Ip

= V 12278 > 11845

]
B

00 %
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The results arc labulatcd beclow:

s —

B Index Numbcer
Year -

1975 | 100.00 | 100.00 | 100.00

1976 | 12278 | 11845 | 120.60

P — — —

Example 8.7.2

. _C Onstruct Laspeyre's, Paasche's and Fisher’s price indices
using 1954 as hyge veir.

L Price Quantiy

(_:) (l;i . ‘-__'r"
j “mmodity - 1y34 | 1¥64 | 1974 | 1934 | 1954 | 1964 | 1974 | 1984
| P [ B E [ o [ | @ o
I:‘n.c?ld 9.12 025 | 150 | 325 | 25 32 | 40 | 32
| M : 250 | 4. 9.00 | 21.00 | 20 28 35 | 46
: __;s \ 3.00 | 550 (1250 [285° | 3 4 “ 7
i gll'ur 3.(_)0 7.25 111.00 | 1850 8 10 15 | 22
'1\::.'11‘ 150 1 235 | 450 | 600 12 17 24 | 34
i lc.:_“___'_“g.zz 575 [1325 |2050 | s 8 11 | 20

Solution :

For Laspeyre's indices :

Commodity . Weighted Price
' . PO-QO PI-QO P:-QO Ps.oo

Bread 3.00|— 625 3750| 81.25
Mecat 50.00] 80.00| 180.00| 420.00
Fish 9.00 16.50 3750 | 86.25
Butter 40.00| 358.00 88.00 | 148.00
Milk 18.00 27.00 5400 7200
Tea 13.75 28.75 66.25 | 10250
Total 133.75 | 21650 | 463.25| 910.00

216.50 _
Lyt = T3 % 100 = 162%

hes = 13373

]
&

Ingss

wd
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For Paasche’s indices
oy Weighted Price | :
Commodi ;
> or ] Prar | PoQ2 P2Q2 | PoQ3 | P3q,
: 6000 | 624] 169097
o0l 4.80 . -0. i
Bread 3.84 8.00 _ 115.00
Meat 7000 | 112.00 g-;g 3;3-88 I gg?.oo-
Fish 12.00 22.(_)0 16'.00 11000 407.
Butter 50.00 72.)(3 75.00 D. 51-00 : 00
Milk 2550 3825| 3600( 108.00 5100 [ 2040g
Tea 22.00 46.00| 3025 145.75| 55.00( 410
Total 18334 | 29875 | 245.55 | 84375 | 35824 | 23575
hoss = 285 100 = 1586 %
Ny = %%% x 100 = 343.6%
Tgss = % x 100 = 658.0%
For Fisher's indices
f1964 = V 162 x 1586 = 1603 %
Ny = v 346 x 3436 = 3448%
Digse = V680 x 638 = 6689 %
Results
Years Index |
" i Paasche Fisher *
- 1954 100 100.0
1964 162 158.6 }ggg
1974 346 3436 3448
| 1984 | 680 658.0 S
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CHAPTER 5

—

_SIMPLE LINEAR REGRESSION

\

[

—

181 INTRODUCTION

This chy :
Pter introduces 3 techns ;
. : chnique whi ;
relationship between twq variables 1o q ch determines a

y ' . estimac one of the variables for
;: %ll\ (:1'1t :Sl.u.c f}]l; the other variab)e. The variable whose value is to be
cstimated is ¢ ed dcp.endcnl variable (y) whereas the variable whose
valuc is given is called indcpendent varigble (x).

The following arc few

independent variablos. * examples of pairs of dependent and
I rariables:

lndepcndmt variable (x) Dependent variable (y)

1. Price Demand

2, Rainfall Yield

3. Earning per share Number of shares sold
4, Rescarch expenditures Returns (o the firm

5 ‘Credit sales Bad dcbts

0. Volume of production Manufacturing cxpenses
h Expcnses on prolective measures Qompcnsations puid

8. Workers age Abscntecism -

The type of relationship between the two variables that s the
concern of this chapter is the linear or straight line rclationship.

182 LINEAR REGRESSION MODEL

For arﬁxed value of the independent variable x, if the value of
depeadent variable y is observed a large number of times, differcnt

Page 42 of 78
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187 TWOQ REGRESSIO& EQUATIONS FOR
INTERDEPENDENT VARIABLES

Sometimes the two variables depend on each other
* interdependent variables, Tworegression lincs can then be deter™
1o estimate cach of the variables by assuming the other variable
independent.

called

Lct,.r andy be two interdcpendent variables.
L. SR

Assuming x to be independent, y can be estimated by the

regression equation ofy onx given by

-~

y = a+ bx
Wihcto 5 nZaxy — Xx.Xy
nEx? - (Zx)°

and a=y-b.x

A

Again assumingy to bc independent, x can be cstimated by an
analogous regression equation of x ony give by

i=c + dy
| .
Where d = "2"}; Dol
’ Miy'—(}.'y)2
and c = Xx-dy

Note that:
4. The signs of both the regression cocfficicnts (b and d) must
always bc samc. -
2. Both the regression lincs must pass through the point (x,y)
which is the point of intcrsection of the two lines.
crmination for both the lines is same and can

icnt of det _
3. Codiees found by multiplying the two regression

very easily be K
coefficicnts, that 1s

2 = pxd

r

Page 43 of 78
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. Ir A
the lWt) e IWo regression lines coincide and when A= 0,
Exam Fegression li St
ple 1&7‘1 0 hincs are pcrpcndlc

The beights and weights of five men arc aslfollows:

| Heighe (inches) : X 4

68

70

72

74

160

170

180

190

195

Weight (pounds) : Y

)  Determinc the two lines of regression.

b) Estimateyfors =69 inches andx fory =185 pounds.
€) Determine the coefiicicnt of determination.

Solution:
x y xy x? Yz___
64 160 | 10240 | 4096 | 25600
68 170 | 11560 | 4624 | 28900
70 180 | 12600 | 4900 | 32400
n 190 | 13680 | 5184 | 36100
74 | 195 | 14430 | 5476 | 38025
348 | 895 | 62510 [ 24280 | 161025
b= XZy-Zx.Iy dgnzxy—z.r.ty
nEx?-(Zx)? nIy-(Zy)?
- SX62510-348 %895 _ 5x 62510 — 348 x 895
' 5 X 24280 - (343)2 ~5X 161025 - (895 )2
b = 368 d = 02659 |
a=y - b I =
:'95' 348 s e
--3—-(3.68) ("'5-) a—sﬂg_omsg 85
. 3 ( 5 )
@ = -7)
mibull Ll ¢ = 20039
Yy =a+bx A
- X = c+dy
y=-—7‘7h-365ﬂ [
e e 7> g2 t

l *= 220039 + 02659 y '

. ———

-
TR —— " —"
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L

for x = 69 inches for y = 185 pounds
y = =T1.13 + 368 x 69 X = 220039402659 185
I} = 176.79 pounds .I'A = 71.2 inches

Coefficient of determination r2 is
r? i bx d
= 368 X 02659
= 09785

or rl= 9785%

138 INFERENCES ABOUT REGRESSION EQUATION
}‘ For two variablesx andy, an obscrvation of the variable y for
afixedx is '
Yy = Wy t+ €

Where Ky, the conditional mean of y givenx, is expressed

by the lincar regression equation
Hye = &+ px

If x contributes no information for the estimation (or
prediction) of y , the 4 ,; does not change asx changes and regardless
ofthe value of x same y-value will be estimated or predicted. This means

*that the regression coefficient B is zero. Therefore, to test the null
bypothesis that there is no lincar regression between x and y, the

Ioﬂowi;gnuumdgltcmaﬁveh)pothcsesaretcsted.
M ES =D .
H B0 o f>00r f<0
The sampling distribution of sample regression coefficient b

Sheeded 10 st such hypothesis or to find confidence interval for 8.
" some assumptions which must be sat'sfied regarding the

Page 45 of 78
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CHAPTER 6

cIi_c,t X is a n.ormally distributed random vaniable with mean
and standard deviation o, Thep the standard normal variable z is
. given
Z e ol
o

Now, square and obtain

2 o (x-u)’
OZ

The probability distribution of the random variable 2 is

known as chi-square distribution with one degree of frecdom written

iy Now take ‘two independeat, normally distributed random
Yariables X; and x,, standardize each, then Sf-l“a:' ¢ anf} sum,

- Xy = H\ 2
zf-l-z% " (ﬁ?,ﬂ)z'l' ( 2‘:"2 2)

y " The distribution of (2 +23) is chi-square e

o rr!qﬂom Vz

s
%

Page 46 of 78
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In genéral for n independent normal random variables, "the
sum of squares of standard normal random variables” Is

i L] F R Bi\2
;’Z 11'.2 - :’El( o )
The distribution of £27 is chi-square with n degrees of

feedom 2 IONS
172 PROPERTIES OF CHI-SQUARE DISTRIBUT

1. The value of 2 lics between 0 and °°.. oved and depends
. :_cquare distribution is.skewed and depen
: I:cﬂ%rcagz;::h;fsgdcgrcc; of freedom", which is the oanly .
parameter of the distribution and is denoted by v
Four chi-squarc distributions with 2, 4, 10 aqnd 20 degrees of
freedom are sketched below: - -

Relative
Frequency

| o

df =2

_ $ 10 15 20° 25 30 335
The mean and variance of a chi-square distribution are given
as ) - ' '
o UE(R) = v
L vah .= 2y "
. As number of degrees of freedom increases, the chi-square
curves gat more bell shaped and approach the normal curve
but remember that a "-hl‘sqllﬂl‘e curve starts at zero, not
at =00, Y - - |

The values of t* are given in table, D
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The °°l“mn-1. Oﬂhxstablc identify the value of a, area to the

rightsof a chisquiare
vl dto the -
degrees of freedom v, .‘.‘?» and the rows correspon

Thus for a =005 and d,.[ =8, the value of chi-square
rom the tableisyfos o = 155073

D:agramclically it is shown as

.d-'-a

a =005

Ll

0 15.5073

173 CHI-SQUARE AS A SAMPLING DISTRIBUTION

From a normal distribution, draw a sample of sizc n and
determine the statistic = z7 , where

= ()4 (22 e+ (B

cheal this process for all possible samples of size n to get all
values of 27 .

The sampling distribution of the statistic 2 z; is a chi- square
distribution with n degrees of frccdom written as x%,,)

Note that the statistic £z; is also denoted by x(,,).

174 TEST OF GOODNESS - OF - FIT

A goodness of fit test is used to know whether or not a given
setof data follows a specified probability distribution. For this purposc
Karl Pearson proposed a test statistic

| .3 =B
N E

"Where O a_ré observed frequencies of a set of n categories or
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classes and E are computed expected frequencies for these categorics
or CFasst, This test statistic approximately follows a chi-squarc
distribution with (n~-1)degrees of freedom if the sample is taken from

the specified distribution.

The approximation is sufficiently accurate when :

(i)
(if)

There are two categories and each £; = 10.
There are more than two categories and cach £; = 3

The testing procedure involves the following steps:

L. Null hypothesis: H, :

&)

Level of significance :

3.,  Test - statistic :

4.  Critical Region :

2 - 2
-.{,'ﬂb - Xn'f. a

There is agreement between

observed and expected
frequencics.
« = 0.01,0.05 or 0.10 etc

0-E)?*.
.xzzzL_E_)—-,

d.f=n-1

Goodness-of-fit tests are onc
tailed tests with the critical
region lying in the right tail.

5. Rejection Rule:

6. Conclusion:

Reject H, ifx2y > 23,
Reject or do not reject K,

on the basis of the rejection
rule.


http://www.paksights.com
http://www.paksights.com

Page 50 of 78

melc: 174.1
A dic is rol]
ed 48 lunes with the fOUowmg observations:
Dots on the top face X) -
Observed Frchcncy (0) s Z :3 5 6
- 11

Test the hypothesis that the die is fair use @ = 001

sduuon:

In a fair dic all faces are
distribution would be specified as

cqually likely to appear, the

X 1 2 3

4 5 6

_—— P(X) 1/6 1/6 1/6

1/6 1/6 1/6

1.  Null hypothesis:
2. Level of significance:

3. Test - staustic:

Computations are shown below:

H. : The dicis fair

a =001

s w (0=E)*

g g, Aoty
df = n-1

/

X |poo| O0-| E=NPX) | (O- E)* Q:EE_):
1 1/6 4 8 16 2.000
2 155 7 8 1 0.125
3 1/6 8 8 0 0.000
4 16 |- 13 8 25 3.125
5 1/6 11 8 9 1.125
6 1/6 5 8 9 1125
| Total | 1 [N=48 N=438 7.500
' Same :
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426 STATISTICAL INFERENCE: CHI-SQUARETEST

4.  Critical Region.
a =001
d.f = S 0.01
od Region a = 0,
Xios = Xooy,s = 15.09 Ao
5- chcctiOn Rulc . 15:f";9' l L ‘ zz

If x24 > %2y, teject H,.

6. Conclusion:
2, =75 and yop = 1509

Since y2, does not exceed 24 » H, can not be rejected and
therefore it may be concluded that the dic is fair.

Note: If the expected frequencics are less than 5, the adjacent
categories (or classes) are pooled in order to make each
expected frequency at least 5. The degrees of freedom will

then be based upon the revised categorics.

Example: 17.42

A :
A company routinely purchases a certain type of bolts. The

purchasing department of the company has been tnstructed to spread

the purchase orders among supplicrs A, B, C and D in the ratioof 2:

2:1:%

. As acheck, 24 purchase orders are randomly selected and

supplicrs A, B, Cand D have received 13, 4, 4 and 3 orders respectively.

vDoes this indicate that th ‘nstructions are being followed:

use a = (0.05
Solution: :
1. Null hypothesis: H,: The instructions are being
S followed.
2. Level of significa..c=: a=0.05

3. " “Test - statistic : IZ;___. 2 '(0—.522.
- ' E
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Computatiops:
Suppliers (XL | P(X) - 0 E =N.P(X)
| g 2/6 13 8
. 2/6 4 8
miod (0S| G| G
1/6 3 4
Tota] 1 N =24 24

. Since two Cftpcctcd frequencics arc I2ss than 5, the adjecent
categorjes are combincd, giving

SuppliersX) | PX)| 0 | E | (0-Ef | (@ EL
4 B 2,000,
C&D % | 7| g 1 e
Total 1 | 24 | 23 5.250
L /
cal

4.  Critical region :
a = 005
df. = 3~ 1 =2
2 -
Xiew = X052 = 599)
5. Rejection Rule : .
. [fxgd > Xwb 1 I'Cj(:d HO
6. _Conlusion :
xgd = 5.5 & Zizb - 5"%1

Since xg,, is not greater than yis , Ho can nol be rcj.cctéd; It
~May be concluded that the purchasing department is following the
*COmpany’s instructions. | T
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Lxample 17.43

Four tecﬁ'niqués, A,B,CandD,are currently used bybusiness
units to forecast demand for their product or service. To find out
whether one technique is preferred to any other, a random sample of
200 business units were asked which techaique they preferred. Their

responses are shown below:
A B € D

48 68 45 39
Is their sufficient evidence to indicate that there are
differences in the proportions of business units preferring each
technique?
“use a = 0.05

Solution :
1. Null Hypothesis : H,: There are no differences

Page 3

3 of 78

in preferring each technique.

2. Level of significance : a =005
’ O —E)2
3. Test statistic: xz = E -(——E..—l—;
df =n-1
Computations:
2
Techniques (X) |P(X)| .0 |E=NPX)|(0-E) .@_':EE)_
1 A 025 | 48 50 4 0.08
B 025 [ 68 50 324 6.48
C 0.25 45 50 25 050
D 025 | 39 50 121 242
1.00 |N =200 200 9.48
_“
.
Xeal = 9.48

4. Critical Region:
a =005
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' dj = 4~-1 =3

-
vy = Y0053 = 1815

g Rejection Rule : | .

' . e 2 05 0.05
Reject H, if 2, > »2 " -/

6. Conclusion: : _ —
1o = 948 & y2, = 7815

; 2 2 i,
SINCe Zcat > Xiap » H,is rejected.

It may be concluded that there are differences in preferring
each techpique.
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CHAPTER 7

— e —

COUNTING TECHNIQUES
\

e —

ha i
Pter introduces some rules and definitions of

© Outcomes of experiments, which lays the

that resuits in on
An outcome is

For example:

. "A lennis maich played between two players A and B is an
experment. The (wo possible outcomes are "Awins' and "B wins".

- A single six-sided die tossed” is an experiment with six
possible outcomes identificd as1,2,3,4,5 and 6,
91 TREE DIAGRAM

Counting the number of possible outcomes of an experiment

Page 55 of 78

plays a major role in probability theory. These possible outcomes can |

-be shown by the branches of a tree-like diagram called Tree Diagram
or Branch Diagram. . . i

 ;
The tree diagrame for the above two experiments aze drawi
on the next page
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- : ———._“‘..
: =T Tossing8 Six-sided die
Playing a teaniss match : 1

Awins

< ‘ 5
B wins

No. of outcomes = 6

_No. of outcomes = 2

Page 56 of 78

_H—_

—
o

Example 9.1V~

H . .
Experimeat: "A cotn is tossed. If head appears, another cojy
is tossed otherwise a dic is tossed.”

Draw a trec diagram showing possible outcomes.
Solution : ; >

Head
L Hcad

< : Tail

No. of outcomes = 8, these outcomes can be listed as -

{HH, HT, T1, T2, T3, T4. T5,T6} where H stands for Head and T for
tail.

Example 9.1.&/

~ Experiment: "In a medical study, patients are classifi!
according to their blood groups A, B, AB or O and also according®.
their blood pressures Low, Normal, or High", Draw a tree diagran®
find the number of ways in which a patieat can be classified. j
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Solution : ¥
‘ Low

A | Normal
é High

Number of ways or outcomes = 12
Example 9.13

Experiment: "Three lawstudents appear in a bar examination"
They can pass the examination in at most three attempts. How many
of them pass the cxamination in cach attempt is to be studied. Draw a
trec diagram to show possible results in each examination.

Solution:
Let 0, 1, 2, and 3 represent the number of students that pass
an cxamination. "

i

=
=
&
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: tic.s. -2 sumber of outcomes, the follgy,
sethods Zﬁmﬁﬁﬁw of outcomes of the femﬁmengt
without drawing a tree diagra™-

1. Multiplication Rule

2. Permutations

2 Comb_inations

No. of possibili

72  MULTIPLICATION RULE:

It is the fundamental principle of °°“,nﬁng the numbe; ;
sutcomes or number of ways in which an experiment can result, Ty,
ule states that

If an operation of an experiment can be performed inny
| ways and if for each of these ways another operation .
‘. can be performed in nz ways, then the two

l operations can be performed together in ny . n>ways.

.

——
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93  PERMUTATIONS

A permutetion is g group of items with d certain
ordered arrangement.

Three letters A, B and C can bc arranged in the following
ways:

¥ ABC, ACB, BAC, BCA, CAB, CBA.
. Each arrangement is a permutation. Heace these are six
different permutations of the same group of three letters.

The rules for the number of permutations under differeat
situapions are described one by one.

Situation 1:

If (1) Alltheitems are distinct ,

(i) Each item can occur only once in an arrangement.
(Called “repetition not allowed” or " without
replacement”)

and (ii1) Each item can occupy any place in an arrangement.

Then the number of Permutations of n items arranged rat a
time, denoted by "P,, is

n n!
. (-Pr (n=r)! r = n

Example 93.1

Page 59 of 78

How many three-digit numbers can be formed from the digits

L,24,5and9 wl_acn cach digit is used only once?

Solution:
n -npl ¢
The formula "P, = -——-———(n Y canbcappliedbecause

() all digits are distinct
(i) each digit be used once only,

(iii) each digit can be placed at any of three posis
Heren =5 and ; 3 Ons,
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5p. L S _ 5! _3X4x3x2!
So, sy ™ o 2}
= 60 numbers

The same result can be obtained using the

“Boxes o
Multiplication Rule.

 Hundred Ten Unit
5 ways X | 4ways | X | 3ways | = 60 numbers
Example 932 L

How many three-digit odd numbers can be formed from the
digits 1, 2, 4, 5 and 9 when each digit is used only once?

Solution;

For the number is to be odd, the unit place of the three-digit
number should be odd and hence the even digits 2 and 4 cannot
occupy the unit place. Because of this restriction, general formula of

permutations cannot be used. The problem is thus solved using the
fundamental principle of counting,

Hundred Ten Unit

3ways | X |4ways | X [3ways | = 36 numbers

any of t.hc any digit except  any odd dj git.
remaining the odd digit  (This place s filled first
3 digits at unit place  because of the restriction)

Situation 2:
If (i) Altheitems are distinct

(i) Anitem can be repeated in an arrangement
(Called " repetition allowed" or " with
replacement ") -

and (iii) Each item can occupy any place in an
arrangement,

Then the number of permutations of n items
arranged r at atime js

\‘ . nPf - (ﬂ)r

Page 60 of 78
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Example 933
How many three-digit numbers can be formed from the digits
1,2, 4,5 and 9 when the digits can be repeatcd.

Solution :
D = S and r= 3 \
Since repetition is allowed, therfore
SP;; =(5)3 = 125 numbers B
Example 934 . |

How many licence plates of three letters followed by three
digits can be made if the letters and digits can be repeated.
Soluiton :

Letters = 26 & digits = 10 (including zero)

Three letters can be grranged in (26)3 = 17576 ways

Three digits can be arranged in (10 ) } = 1000 ways.

Now the number of licence plates that can be made is
17576 X 1000 = 17576000 ways

_ Ifall items are not distinct, the number of permutations taken
all at a time is given by the rule: -

Situation 3:

For nn nondistinct items out of which n; are of one
kind, nz are of another kind......., ny. are of another
kindandn; + n3 ----- - N = n, the number of
pemiutations of all n items is

{,'P o n! _ : 1
L R T R ("I) ! ("2) 1... \ ("k) 1
Example 935 |
| Find the possible permutations of 7558
Solution; )
" n = 4 (4digis?, 5, 5, 8)
» M= 1 (One Se_vcn} : i

n = 2. (Two Fives)
ny= 1 (One Eight)
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Now 41 - 4xX3x2

Prai " (1)1(2)!1(1)! 2X1

= 12

This result can be verified by listing the possible arrangemeng
which are 12:

5578 , 5857 , 7855
5587 , 5875 , 8557
5758 , 7558 , 8575
5785 , 7585 , 8755

Example 93.6

How many permutations of all letters can be made from the
word * COMMITTEE."

Solution:
There are nine letters in allso n = 9
letter M occurstwice ©  nj = 2
letter T occurs twice ny = 2
letter E occurs twice n3 = 2

The remaining letters C, O and I occur once

Oy =ns =ng =]
Thus n1+n2+n3+n4+n5+n6-9'
Now the number of permutations is calculated as

; _ 91
- P21 21X 21X 21X 11X 11 % 1]
v - 9x8§7x6x5x4x3x2
2X2x%x2
= 45360 |

Whenthe items are arranged in acircle, two arrangements arc

not considercd different, unjees- corres i
o ond :
precceded or followed h}"a different ilcml.3 Vg, hey ok, bt or®
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Sltuation 4 ;

The number of permutations of n distinct
ltems arranged in a circle is (n~1)!

For Example
ABCD alld_B_ T arc diffcrent permutations
B C A .
but and arc same permutaions
because of the circular
A D D C arrangement.

Examples 93.7
In how many ways can 5 different trees be planted in a circle?
Solution : ‘
n =5 trees
number of circular permutations = (n-1)!
=(5-1)! =4\

5 = 24 ways

94 COMBINATIONS

A combination is a group of items without regard to
the arrangement of items

ABC and BCA are two different permutations but are same
combinations of three letters. ‘

The number of combinations of n distinct items
taken r at a time, denoted by "C,, is
n!
n
—1
G rt(n-r)!

Example 9.4.1

In how miany ways can an instructor sclect five'studen(s

. for a
Foup proje~t out of a class of 12 ?
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SOlnﬁon:

n =12

r =95 .
; Since order is not imPomnt,‘thc sumber of possible groups
5 2 .

12 _ 12!
Cs = ST12-9)!
12!

51 71
12x11x10x9><8><¥
Sxax3x2xX1xT:

\
o = 792

Example 9.4.2 \/

A box contains 7 white balls and 3 red balls. Three balls ;rc _
drawn at random. In how many ways can the three balls be drawn

(a) The colour is not considered?

(b) Two balls are white and one is red?
() All three balls are white

(d) At least one ball is white?

(¢) 'All three balls are red.

Solution
(a) There are 10 balls in all. Three balls can be drawn in
10 ¢ 5 ways, where

10t _, 10! 10x9x8 120
31(10-3)! 3! 7! 3x2

IOC3=

(®)  Two white from 7 white balls can be drawn in ' C ways

and one red from 3 red balls can be drawn in°C 1 ways Then

by the fundamental principle of counting, two white from 7
white AND one red from 3 red can be drawn in
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ST 7 3!
@ € =G X -0
= 71 3! 7x6x5
T 31 x a1 XQ1x3! 3x2x1

= 35 ways

At lcast one white = cither one white or two white or 3
whilc,

Onc white or one whitc and two red in 'C1 X °C2 ways
Two whilc or two white and onc redin 'C 2 X °C1 Ways

Three whtic or all white and no red in e 3 X C 0 Welys.

(d)

At lcast one white

(7C1x3co+’cox3cl+ Ci X 3Co)w.ws
= T7TX3 4+ 21x3 + 35x1
= 21 + 63 + 35 = 119 ways

(¢) Tcox3C3 = 5—?—:)—'-= 1 [Note 0! = 1]
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iV.7 PROBABILITY THEORY CH APTERG& 78

Many statistical pnn(:lpll:s and Procedureg are ba.
important concept of probability. *d oy the

A probability is a numerical measure of the !:keld;ood
(or chance) that a particular event wiyy occur.

The probability of any event must satisfy the followi,
conditions: g

(1) No probability is negative ; P(Event) > ()
(ii) No probability is greater than one ; P (Event) < 1

!*,0

" There are three different approaches to assign probabunicS
to the events.

1. Classical or Mathematical A pproach
2. Empirical or Relative Frequency Approach.
3. Subjective Approach.

108 CLASSICAL APPROACH OF PROBABILITY

It is the approach in which probabilities are assigned to the
cvents before the experiment is actually performed and therefore such
probabilities are also called "a priori” probabilities.

The rule to assign such probabilities is defined below:

If (i) the possibility space of the eXperiment is finite and
(ii) each outcome of the possibility space is equally likely
to occur.
then Probability of an event A

number of outconies in the event A
number of outcomes in the possibility space S

Symbolically it is written as
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This definition is also referred to as axiomatic 1 finition of
pmhahility.
Example 10.8.1

Ihree coning are 1ossed once, What is the probability that two heads
will appear?
Solution :

A tree diagram is drawn below to find the possibility space 5

§ = { HHH, HHT, HTH, HTT, THH, THT, TTH, TTT }

n(S) =38§
Event = Two Heads appcear
or A = { HHT,HTH, THH }
n(A) =3
Now probability of cvent A is given by

n(s)
=-§ or 0375

Example 10.8."

Two dice are tosscd. What is the probability that the sum of
the dots on the top face of both the dice is 9?
Solution: o

The possibility space is
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(4) (15) (16) Page 68 of 78
) 1’3) 1, ’ s
s = { (Y gg EL” 24 @5 (26
(L:; G2 (3 GH G G
Ty (42 (3 (9 6 [
Gy 2 63 6O 6 69
e f dots is 9
Event = Sumofdotsis
orvan - {(36),45)(54)63)}

n(B) = 4

n(8)
P(B) = n(s)

- ...‘1- = -1' or 0.1111
36 9

]
Example 10.83

A card is drawn from a deck of 52 cards. What is (he
probability that the card is a King?

Solution:
n(S) =52 (52Cards)

n(K)
PR = L 8)
= 4 _ 1
52 13
- Example 10.3.4

A bag contains 4 Red and 6 Grécn balls. A ball is drawn at
random from the bag. What is the probability that the ball is Red?
Solution;

a(S) =10 (any of 10 balls can be drawn)
n(R) =4 (4Red bals)

= 1(R)
PR nis)

4 2

T 10 S35 or 04
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Example 10.8.5

5 Cardsare drawn at random from a deck of 52 playing cards.
What is the probability that 2 are Kings and 3 Queens ?

Solution:

5 cards from 52 cards can be drawn in 52C 5 ways

n(Sh= ¢,

2 Kings from 4 kings can be drawn in C 5 Ways and

3 Queens from 4 queens can be drawn in *C , ways.
Therefore 2 kings and 3 Queens can be drawn in
4 3 X x ‘¢ 5 Ways

This method to find probability is called Combinatorial
Anahﬁis ’ W et

Another. example of combinatorial analysis of probability
follows:

~ Example 10.8.6 /

5Cards are drawn at random from a deck of 52 playing cards.
What is the probability that 2 cards are kings?
Solution: :

Note the difference belwccn tlns example and the prevxous
txample 10.8.5,

In this example the remaining 3 cards have not been Spcm ﬁed
as Queens but may be of any denomination and colour from
the remamxng 48 non-king cards.,


http://www.paksights.com
http://www.paksights.com

Page 70 of 78

2 Kings can be drawn in 4C , ways-
‘3%(notxmg)mbcdrawnm BC ywass.

2Kings and3 other cards canbe drawni i "y % 03‘“?3
n(A) = 4c, x ®c,
SstﬁomSanrdscanbcdrawnm 2C s ways.

n(S) = S?'Cs
n(A
P(A) =;((Tg_;_
4C3 x48C3 _ 6 X 17296
= 52 ¢ ~ 23598960
5
2162
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CHAPTER 9

SAMPLING DISTRIBUTION
THEORY

W1 POPULATION AND SAMPLE

A population is a well defined group of individuals whose
daractcristics arc to be studicd. A population containing a finite
smber of individuals (or Unilts) is called a finite population and a
wpulation with infinite numbcr of units is called an infinitc population.

A sample is a part of the population which is to be studicd.
42 SAMPLING

The procedure by which we select or draw samples from a
gen population is called sampling. The aim of sampling is 1o get

“imum information about the population from which the samplc is |

3 PROBABILITY SAMPLING

A i ocedure in which every unit of Ehe popul-alion
h‘bma:mhgy, not necessarily equal, of being ufcludcd in Ehc
“mple g called a probability' sampling. The following sampling
Mcedures are probability sampling. |

() Simple Random Sampling
. (i) Stratified Random Sampling

Page 71 of 78
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(iii) Cluster Sampling
(iv) Systematic sampling
144 SIMPLE RANDOM SAMPLING

Leta finite population contains N units (called sampling Units)
all of which arc distinguished from one another. The number of disting
samples of sizc n that can be drawn from the N units is given by

NI
N . :
Cr = n! (N-=n)!

Then the Simple Random Sampling is a method of sclecting
. ; s Nom
0 units out of N units such that cvery one of the Cy samples has an
equal chance of being chosen.

A simple random sample is drawn by onc of the following
devices.

()  Tickets numbered from 1 to N for N units of the
population are placed in a basket and then n units of
the sample arc drawn one by one.

()  Random Number Tablcs have been constructed anc) |
published to draw random samplcs. . 3

(i) Computers arc used to draw random samplcs.

* Inpractice a Simple Random Sample is drawn unit by unit. A{
any stage in the draw the process gives an equal chance of selectiontq -
all units not previously drawn. The unit drawn from the population i

. not replaced since this might allow the same unit to enter the sampl
more than once. This is described as the sampling without replacemen

Sampling is said to be wigh replacement if the sampling uni
drawn from the population is returned to the population before th
next unit is drawn. Sampling with replacement is doae to develo
some theoretical concepts.

Sampling and the sample obtained by this procedure as R_an(.io
- Sample. The word "Simple" is used to differentiate it from Stratif

Random sampling.
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149 SAMPLING DISTRIBUTION

If all poss'vle values of a statistic are considcred whic.h can
OCcur when 3|l possitle samples are drawn from a pf)pu_lauon, a
Probability distribution of the statistic can be formed which is know,

as the sampling distribut’on of that statistic.

The mean of the sampling distribution of a scatisi" = is teferreq
10 as the mean or cxpected value of that statistic.

The standard de-iation of ti:c »: mpling distribution of 2
statistic is called the standurd error of that statistic.

The mean and standard error of any statistic arc of great
importance in the study of infcrential statistics.

Some special sampling distribution arc being discusscd here,

14.10 SAMPLING DISTRIBUTION OF MEAN (X)

From a finite population of N units with mcan x and standard
deviation g, draw all possible random samplcs of size n. Find the mean
x of every sample. Statistic ¥ is now a random variable. Form a
probability distribution of x . This distribution is called sampling
distribution of mean.

The sampling distribution of mean is one .of thc most’
fundameatal concepts of statistical inference and it has the following
remarkable propertics. '

Property 1. Thc mean of the sampling distribution of mean is
cqual to the population mean. That is

By = #4 o E(Xy = y

Property 2. Ifthe sampling is done without replacement from
a finite population, the standard error of mean is given by

r . g N—-n
9% T W YN -1

~  The'fraction (N-n)/(N-1)is called the finite popufatio
correction (£.p.c.) and ,% is called the sampling fraction. The £.p*

—
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roaches one in ¢

ach of (he following th
(i) e g three cases.

en the population s infinite,

PP

(i) When Sampling fraction n /N is less than 0.05

(1)) When the sampling is with replacement,

- ¢ sampling is with replacement, the
population is considered inﬁ‘:uitf P '

For example, consider a box with 5 ballsinit. If, when a sample

js drawn, the balls are replaced each time they are drawn, a sample of

size n = 100r n = 100 or whatever size is desired can be drawn. Hence
the population is considered infinite.

f.p.c is necessary in theory but scldom necessary in practice

because the sampling fraction 1—':,- is usually less than 0.05 which makes
fp.c close to one.

Propert.y 3. When f.p.c approaches one the standard error of mean
is simplified as ' '

.
=
or the variance of mean as
012, = -‘;—:2- or v(x) =

Example 14.10.1

n

For a population 0,4,8,12, construct sampling distribution of
mean for samples of size 2 taken without replacement and find its mean

ad standard error.
Solution ;

f When sampling is done without replacement, all possible
Umpley = Mo, = ‘C; = 6

Since. every sample is equally likely to occur, the probability
Yeach sample is -é- . The probability of each sample mean is t‘herefgrc .

U 1
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f Sampic No. |  All possible samples pampe e T4 FRY |
1 0,4 2 1/6
2 0,8 4 1/6
3 0,12 6 1/6
4 4, 8 6 1/6
3 4, 12 8 1/6
6 8, 12 0 1/6
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The sampling distribution of x is tabulated below :

X

P (%)

(=17 BN~ 0 T S

1/6
1/6
2/6
1/6
1/6

Mean uz and standard error oz of this distribution are

computed as.
X P(x) X.P(X) | z2.P(x)
2 C 176, 2/6 4/6
n 1/6 4/6 16/6
6 2/6 12/6 72/6
8 e | 8/6 64/6
10 1/6 10/6 100/6
| 36 _ 256
‘ : Lk T
. '. #
#: = Zx.P(x) = -3(;-5- =6
& = ZX’.P(X) - [ZX.P(F)]?
_ 6 2 '
= % (8
N _ 2
6 3

Oz
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Taese recvc

21 be obtained using population mean u and

sapczs? deviation o,
Popllation mean a sats
r 75 220 and stzndard deviation are computed as
- . r b s 24 6
X ~ =" = a =
z_r - N ) 4
’ r
! - . Zx° \
-4 6 A= - (2):
’ p: f" P L « N JN
! . | - 4 224
L 244 = == - (6)°
e 224 :
% p——
= 20
o o = Y2
Now gy = u = 6 —
ag !.'-'--n _ VTZ"J"—Z
':7 = ‘.".'-1-‘\‘ N-1 - ﬁ ‘-1
[ 20
- \.' 3
Example 14102

For 2 populatios 0,4,5,12, construct the sampling distribution
o' mean for camples of size 2 takes with replacement and find its mean
&4 standard error.
Solution : |

Whes semples are drawn with replacement, all possible
Gojies = (N)* = (&) =16

. Sipee 15mpbucrandmn, every sample is equally likely

"
% Ucur baving probebility g - Thus cvery sample mean has

N |
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5 | PO
Possiiesamples | _sample meat( 1/16
0,0 2 1/16
0,4 4 1/16
0,8 6 k10,
0,12 ) 1/16
4,0 4 1/16
4,4 6 1/16
4,8 8 1/16
4,12 4 1/16
i | b
- A : 8 1/16
12' i 8 1/16
12, 8 19 e
12,12 = e
Now the sampling distribution of xis
1 P@)
4 0 1/16
2 2/16 >
4 3/16
6 4/16
’ 8 3/16
: 10 2/16
12.4 1/16
Total 17
Computation of mean and standard error.
..#-_ " f . E Z : . .
X L, . 2P(X) | x2p(w)
g 'l';ig | 4.112 s
2/16 . 8716
4 3/16 12/16- 48/16°
5 4116 24/16 144/16
8 3/16 ‘
o Site 24/16 192/16
v | IHG 20!16_ 200/ 16
12/16 144/16 |
T 1. 96/16

7367160 |
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M~ p X.P(%)
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